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Machine Learning: 
Learning dynamics, LLM, Compositional Generalization

T1A: Tuesday 16:00-17:00; 
T1C: Thursday 10:00-11:00; 

Office Hour: Wednesday 15:00-16:00
Slides can be found at Piazza and my personal page after T1C.

More helpful on theory

Less helpful on coding

https://joshua-ren.github.io/
mailto:renyi.joshua@gmail.com


Forgot to mention in the tutorial...
Pay more attention to linear regression and pseudocode!!!



• Feature Selection
• Regularization
• Some mid-term questions



Feature Selection: fundamentals

• What is feature selection:

• Role played in traditional ML system (select model  select feature):

Only use 10 features out of 10k ones



• Why it is important in traditional ML systems?

 Some times, the feature space is too big. Recall curse of dimension.

Feature Selection: fundamentals

 Some times, there are so many redundant or repeated features. This will introduce redundant weights. 

𝑤1𝑥𝑚𝑜𝑚 + 𝑤2𝑥𝑑𝑎𝑑 + 𝑤3𝑥𝑚𝑜𝑚2 + 𝑤4𝑥𝑔𝑟𝑎𝑛𝑑𝑚𝑎
The model can chose arbitrary combination of (𝑤1, 𝑤2, 𝑤4) and the prediction will not change. 
Then, why we need these extra parameters? (ill-defined problem, etc.)

 This selection procedure can bring us insights of the problem

E.g., egg and milk plays an important role in predicting sick or not;
Shelfish has no influence.



Feature Selection: fundamentals

• Traditionally, manually select features (Association or by experts)

Mom, mon2, grandma 
are all selected!



Feature Selection: fundamentals

• But now, usually consider automatic feature selection

 How? Using L1-regularization, sparsify 𝑤

 Why? Because data is really high-dimensional, indiviual feature is meaningless.

 How? Using L0-regularization, stronger pressure, reduce the number of activating features



Feature Selection: fundamentals
 How? Neural network, automatically select

https://distill.pub/2020/circuits/zoom-in/?utm_campaign=The%20Data%20Science%20Roundup&utm_medium=email&utm_source=Revue%20newsletter



• Feature Selection
• Regularization
• Some mid-term questions
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Regularization: start from L2-norm

• Already explained it from “feature selection” perspective (L1, L0)

• Here we understand from the model’s capacity (L2)

𝒀 = 𝑿𝒘

𝒀 = 𝑿𝒘 ≤ 𝑿 ∗ 𝒘



𝑤∗ = 𝑋𝑇𝑋 + 𝝀𝑰 −1𝑋𝑇𝑦



Regularization: standarizing features

• It also influences gradient descent and the relative importance of features.



Regularization: standarizing features

• Another interesting reason: gradient saturation, e.g., on softmax, Sigmoid, etc.



• Gradient Descent
• Robust Regression
• Some mid-term questions





2018-Q1

Intuitive: Large model need large data 
A model not improved with large data might not be large enough  Underfit

By contra.: If overfit model recite noise in data  add more data intro. Indep. Noise  fit better (X)
If underfit  e.g., only report the mean  add data keeps the mean  same valid error (V)

2018-Q5

Outlier in terms of Euclidian distance
Clustering for outlier first, then remove it
L1 loss also helps.



2019-Q2 Increase capacity, overfitting more (wiggly boundary)
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2019-Q7 (recap standard version)



Thanks for your time!
Questions?


