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• Ensemble Methods
• K-means and Expectation-Maximization
• Recap of Part 1 (supervised learning)



Ensemble Methods (intro)
Merge the predictions 

of different models

• Not only popular for Kaggle, but also very 
popular in SOTA deep learning systems, e.g.,
Mixture of Experts (MoE) in ChatGPT



Ensemble Methods (why and when they works)

• Voting and stacking (parallel & sequential)

 It is less likely that all models make wrong predictions together.

 But, note the following facts:
• We need independence of different models 

(sub-sample different features, use different models)
• Almost impossible to achieve independence

(since the dataset is fixed)
• The basic idea can be generalize to many applications

(Multi-mode (Interesting example), MoE, etc.)

Weighted sum, similar to DNN



Although overfit in different ways,
averaging them can mitigate that.

Individual model underfit (not capable enough),
boosting them can increase the equivalent capacity.

Capacity

Generalization



K-means (Unsupervised learning) Bayesian: 𝑝 𝐱𝑖 𝐲𝑖 , also other generation models
DNN: 𝑝 𝐲𝑖 𝐱𝑖 , end2end, use the data more efficient

Self-supervised learning:
Very common way to get good representations
• GPT
• Diffusion model
• Variational autoencoder (VAE)
• Generative adversarial network (GAN)



K-means (Goal)



Initial
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Assign

K-means (Algorithm) Evolution of the mean



K-means (Shape of Clusters)

• Why must be convex? An intuitive proof.

• There are many other clustering methods who can provide non-convex shapes 
(Bottom-up based, density based, etc.)



K-means (Influence of initialization)

V.S.

• K-means++, select starting point as sparse as possible (further sample with higher prob.)



K-means (Theoretical Understanding)

• A special case of Gaussian Mixture Model (GMM)
• Guarantee to converge when problem is convex
• Algorithm is called Expectation-maxmization (EM) algorithm

• Task: estimate 𝜃 = 𝜇1, … , 𝜇𝐾 , 𝜎1, … , 𝜎𝐾
that maximize the likelihood for all given examples

log 𝑃(𝐱; 𝜃)
• E-step: choose assignment to maximize likelihood

In K-means, assign each sample a closest mean
• M-step: re-calculate 𝜽 based on assignments

In K-means, calculate the new mean
• Repeat to converge
• Jensen provides the guarantee for loss decreasing.



Recap of Part 1:

 Under/over-fit 
 Variance bias trade-off

 If so, need another clean test set

 otherwise same as one sample
 otherwise no reason to generalize

 Use it to select hyper-parameters

 Less #validation samples OR
more trials more bias

 KNN v.s. Naive Bayes 
(what is parameter, what is hyper)

 Need uniform data assumption,
which is usually not the case



Recap of Part 1: Key concepts



Recap of Part 1: Decision trees – why we use “information gain” instead of accuracy

• Obviously, x>2.2 is better than x>3.1
• But both of the following 2 stumps provide the same accuracy
• However, their info gain is different:

• For 2.2: IG = entropy(y) – xxx, which is greater than 0
• For 3.1: IG = 0

2.2 3.1

• Build stump by using the mode for each split



Recap of Part 1: Key concepts

Step1: get data using BofW
Step2: calculate 𝑝 𝐲𝑖 = 1 𝐱𝑖 > 𝑝 𝐲𝑖 = 0 𝐱𝑖 using

a. Bayesian and get 
𝑝 𝐱𝑖 𝐲𝑖 𝑝(𝐲𝑖)
𝑝(𝐱𝑖)

b. Eliminate 𝑝(𝐱𝑖) for both sides
c. Calculate 𝑝(𝐲𝑖) by counting
d. Approximate

𝑝 𝐱𝑖1, 𝐱𝑖2, … , 𝐱𝑖𝐵 𝐲𝑖 ≈ 

𝑏=1

𝐵

𝑝 𝐱𝑖𝑏 𝐲𝑖

e. Calculate each 𝑝 𝐱𝑖𝑏 𝐲𝑖 by counting
f. Use label smoothing if necessary
g. Use n-gram BofW if necessary
h. Use log-prob if necessary



Recap of Part 1: Key concepts • Hyper-parameter and bias-variance tradeoff

• Curse of dimensionality and low-dim manifold



Thanks for your time!
Questions?


