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• Variance-bias trade-off
• KNN
• Naive Bayes



Variance-bias trade-off (traditional discussion)

The “noise” is becoming smaller.



Variance-bias trade-off (but when data is non-seperable)

• Network’s calibration: low variance (high confidence) is not always good

Guo, Chuan, et al. "On calibration of modern neural networks." ICML, 2017. (6k+ citations)

Ren, Yi, Shangmin Guo, and Danica J. Sutherland. "Better supervisory signals by observing learning paths." ICLR 2022

 Fact: most of the time, our model gives a probabilistic prediction,
e.g., spam-filter, MNIST, ...

 Different samples with the same label can be different.

 Then, we want confidence aligns well with facts.

Not always the best!



Variance-bias trade-off (traditional)

What we usually see in textbooks



Variance-bias trade-off (double descent, benign overfitting)

What happens when d=2000?

https://colab.research.google.com/drive/1UJYKXj317aJGeIgwV0qqL3MhUnHf9VJK#scrollTo=PrA4y-mEJZZW

Figures from: https://www.cs.ubc.ca/~dsuth/532D/24w1/notes/1-intro-erm.pdf

https://colab.research.google.com/drive/1UJYKXj317aJGeIgwV0qqL3MhUnHf9VJK#scrollTo=PrA4y-mEJZZW


Variance-bias trade-off (double descent (DNN), benign overfitting)

d=20 d=1000





KNN (Algorithm and implementation)

0.   Define distance



Q: how to put the value of “n” and “k” in this diagram?

KNN (bias-variance trade-off)



KNN (bias-variance trade-off)

A: larger n means higher model complexity, 
larger k behaves like stronger regularization

𝑓 = 𝑊𝑋 + 𝑘 𝑊 2
2

= 𝑊
𝑥
…
𝑥𝒏
+ 𝒌 𝑊 2

2



KNN (Curse of Dimensionality)

-- Assume 𝑟 < 0.05 is a reasonable choice on unit ball

neighbor = 10−1 = 10−2 = 10−3

• Fact 1: need exponential more examples to get reasonable good neighbours

• That is why many learning methods want DENSE representations and low-rank manifold



nonsurface = 0.9 = 0.92 = 0.93

KNN (Curse of Dimensionality)

• Fact 2: if samples are uniformly generated, most samples are on “surface”

• Support 3: since samples are NOT uniformly generated, they are on “low-dim manifold”

Think about their distance

- Split the whole space into several 0.1*0.1*0.1 ... blocks.
- Random select one
- Higher prob. that block comes from the “surface”



Naive Bayes (Algorithm and implementation)

• Use bag of words to create features, gets users to label them

𝐱1 = [110010]

𝐱2 = [000011]

𝐱3 = [011100]

𝐲1 = 1

𝐲2 = 1

𝐲3 = 0

• Intuition:

if 𝑝 𝐲𝑖 = 1 𝐱𝑖 > 𝑝 𝐲𝑖 = 0 𝐱𝑖

• return “spam”

• return “not spam”

else



• Supervise learning usually model 𝑝 𝐲𝑖 𝐱𝑖 directly, but here we use Bayes to decompose that:

𝑝 𝐲𝑖 𝐱𝑖 =
𝑝 𝐱𝑖 𝐲𝑖 𝑝(𝐲𝑖)

𝑝(𝐱𝑖)
=
𝑝 𝐱𝑖1, 𝐱𝑖2, … , 𝐱𝑖𝐵 𝐲𝑖 𝑝(𝐲𝑖)

𝑝(𝐱𝑖)

Naive Bayes (Algorithm and implementation)

• 𝑝(𝐱𝑖) is usually hard to calculate, because we might not have enough data when ”Bag size” 𝐵 is large
(Recall curse of dimensionality)

𝑝 𝐲𝑖 = 1 𝐱𝑖 > 𝑝 𝐲𝑖 = 0 𝐱𝑖

𝑝 𝐱𝑖 𝐲𝑖 = 1 𝑝(𝐲𝑖 = 1)

𝑝(𝐱𝑖)
>
𝑝 𝐱𝑖 𝐲𝑖 = 0 𝑝(𝐲𝑖 = 0)

𝑝(𝐱𝑖)

𝑝 𝐱𝑖 𝐲𝑖 = 1 𝑝 𝐲𝑖 = 1 > 𝑝 𝐱𝑖 𝐲𝑖 = 0 𝑝(𝐲𝑖 = 0)

• Then, 𝑝(𝐱𝑖|𝐲𝑖) is also hard to calculate due to similar reason. (Recall curse of dimensionality)
We then assume the independence (might introduce bias, but generally OK)

𝑝 𝐱𝑖1, 𝐱𝑖2, … , 𝐱𝑖𝐵 𝐲𝑖 ≈ 

𝑏=1

𝐵

𝑝 𝐱𝑖𝑏 𝐲𝑖



Naive Bayes (Algorithm and implementation)

• Now, the task is to estimate 𝑝 x y for each possible x and y; and the margin prob 𝑝(y) for each y

• Label smoothing: what happen if any term in  𝑏=1
𝐵 𝑝 𝐱𝑖𝑏 𝐲𝑖 is zero? 

• Avoid probability underflow: use log-prob instead



Thanks for your time!
Questions?


