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Machine Learning: 
Learning dynamics, LLM, Compositional Generalization

T1A: Tuesday 16:00-17:00; 
T1C: Thursday 10:00-11:00; 

Office Hour: Wednesday 15:00-16:00
Slides can be found at my personal page after T1C.

More helpful on theory

Less helpful on coding

https://joshua-ren.github.io/
mailto:renyi.joshua@gmail.com


Topics (review for Assignment 1)

• Linear Algebra (see the world as vectors)
• Probability
• Calculus
• Algorithms and Data Structures
• Python



Linear Algebra (see the world as vectors)

• Please refer to Mark’s notes: 
https://www.cs.ubc.ca/~schmidtm/Documents/2009_Notes_LinearAlgebra.pdf

• For why we need matrix, strongly suggest:
MIT’s opencourse for Linear Algebra (Lecture 1, W. Gibert Strang)

• For understanding matrix multiplications in 4 different ways, suggest:
MIT’s opencourse for Linear Algebra (Lecture 3, W. Gibert Strang)

Let’s have a brief overview of some core concepts and operations.

https://www.cs.ubc.ca/~schmidtm/Documents/2009_Notes_LinearAlgebra.pdf


Linear Algebra (see the world as vectors)

[0,0,0] dim 1

dim 2

dim 3
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a. 𝐱
2

b. 𝑎𝐱
c. 𝐱, 𝐲 , cos 𝐱, 𝐲 , 𝐱, 𝐲 = 0
d. 𝐱 + 𝐲; 𝐱 − 𝐲
e. A𝐱

Operation Intuition

a. Norm (4)
b. Scalar multiplication (3)
c. Inner product, direction change, orthognal (1, 2)
d. Addition, subtraction (3, parallelogram law)
e. Manipulating the vector (5, egien values, ...)



Linear Algebra (matrix multiplication)

• Check the dimension before calculating:

• Step-wise calculation (quadratic form as an example)

𝐱𝐓𝐀𝐱  Think about its relationship to 𝐱 𝟐
𝟐

• Rule of matrix multiplication– elementwise (Understanding 1)

• Transpose, basic laws

𝐀𝐁𝐂 𝐓 = 𝐂𝐓𝐁𝐓𝐀𝐓 𝐀𝐁 𝐂 = 𝐀(𝐁𝐂) 𝐀 + 𝐁 𝐂 = 𝐀𝐂 + 𝐁𝐂



Linear Algebra (matrix multiplication – 3 more useful understandings)

• Column combination (Understanding 2)  [White borad drawing]

𝐀𝐛𝑖 = 𝐜𝑖 Linear combination of columns in 𝐀, weighted by 𝑥𝑖

𝐀𝐁 = 𝐂 Stacking the combined columns from 𝐀

• Row combination (Understanding 3)  [White borad drawing]

𝐚𝑗𝐁 = 𝐜𝑗
𝑻

𝐀𝐁 = 𝐂 Stacking the combined rows from 𝐁

Linear combination of rows in 𝐁, weighted by 𝑥𝑖

• Rank-1 matrix combination (Understanding 4)  [White borad drawing]

𝐚𝑗 ⋅ 𝐛
𝑖 = 𝑴𝑖𝑗 𝐀𝐁 = 𝑴𝑖𝑗

Please refer to MIT’s opencourse for Linear Algebra (Lecture 3, W. Gibert Strang) for more details.



Probability (basic rules)

Use Venn diagram to understand (related to set theory):
• Event combination
• Conditional distribution
• Entropy, mutual information

Use formulas to understand:
• Independence (a bit counter-intuitive on Venn)
• Bayes
• Marginal distribution
• Total probability (use Venn to find indep. events)



Probability (Veen Diagram)

From: https://en.wikipedia.org/wiki/Venn_diagram

• Event combination

• Conditional distribution

P(A) = P(A|U)

• Mutual information



• Total probability (case-by-case):

𝑃 𝐵 = 𝑃 𝐵 ∩ 𝐴1 +⋯𝑃 𝐵 ∩ 𝐴6
= 𝑃 𝐵|𝐴1 𝑃 𝐴1 +⋯𝑃 𝐵|𝐴6 𝑃(𝐴6)

Probability (formulas)

• Marginal (ignore the influence of one dimension):

𝑃 𝑋 =  

𝑌𝑖

𝑃(𝑋, 𝑌𝑖)

𝑃 𝑌 =  

𝑋𝑖

𝑃(𝑋𝑖 , 𝑌)

X is salary, Y is age. P(X,Y) can tell us the correlation.
P(X) and P(Y) usually tells us some statists facts of the data

B is the average satisfication level for CPSC 340’s tutorial sessions.
A1~A6 are T1A,..., T1G; P(A1) is how many students in T1A.



Probability (formulas)

• Independence:

Quick question: where A and B are independent from the following Venn graph?

A B

• Bayesian rule (why we need it?):

Hard to know
Statistics

Statistics

Medical knowledge

Think about when P(Symptom) is common or rare.



Probability (putting them together for Assignment 1-2.2)

Total prob.

Analyze the decomposed form

Bayesian

Bayesian



Calculus (to calculate something)

• Derivatives and Gradients

𝑓 = 𝑥2

𝑓′ = 2𝑥

𝑓 = 𝑥1
2 + 𝑥2;

𝜕𝑓

𝜕𝑥1
= 2𝑥1;

𝜕𝑓

𝜕𝑥2
= 1

𝛻𝑓
𝑥1
𝑥2
=

𝜕𝑓

𝜕𝑥1
𝜕𝑓

𝜕𝑥2

=
2𝑥1
1



Calculus (to calculate something)

• Gradient calculation of matrix form (be very careful!)

𝒇 𝐱 = 𝐱𝐓𝐀𝐱

𝒇(𝐱) = 𝐚𝐓𝐱 𝑓(𝑥) = 𝑎𝑥

𝑓(𝑥) = 𝑎𝑥2

• Chain rule (very common in machine learning)

𝒇(𝐱) = log 𝐚𝐓𝐱



Calculus (to calculate something)

What’s the relationships between gradients and optimization?
• Q1: for a convex function, when optimum is reached?
• Q2: for a non-convex function, what does it mean by satisfying the same requirement in Q1?
• Q3: start from an arbitrary point at the function, how to find a optimum?



https://www.geogebra.org/calculator
https://www.wolframalpha.com/
Use matplotlib and numpy

Calculus (to calculate something)

• Drawing the curves out are always helpful

• For assignment 3.4, nothing specical, practice using python

• For pytorch, autograd. Very convinent, but usually makes u forget 
how to calculate the gradient manually ...

• For theoretical analysis, always very important to be good at it!

https://www.geogebra.org/calculator
https://www.wolframalpha.com/


Some resources
 https://cs231n.github.io/python-numpy-tutorial/
 Tutorial 1 python notebooks (two attached with slides)

Python

Suggested packages
 Numpy (good for matrix manipulation)
 Matplotlib (good for visualizing results)
 Pandas (good for tabular data management)
 Scipy (good for basic machine learning problems)
 Pytorch (good for neural networks)

• Torchvision
• Transformer
• Many other good tools for DNN

https://cs231n.github.io/python-numpy-tutorial/


• We can discuss together if you want

• Not quite familar with decision tree, but we can learn together



Thanks for your time!
Questions?


